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Last Week Reminder 1/3

Ï Statistical tests provide proof by
contradiction.

Ï We posit that there is no association, H0

Ï We run test to try to reject H0.
Ï A p value measure the probability to
observe the result, plus more extreme
results under H0.
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Last Week Reminder 2/3

Steps in hypothesis testing
1. Specify the null hypothesis H0. A typical null hypothesis is

µ1 =µ2.
2. Specify the α level = significance level. Typical values are 0.05

or 0.01.
3. Compute the p-value
4. Compare the p-value with α.
5. If p <α, reject H0

B Failure to reject the null hypothesis does not constitute
support for the null hypothesis
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Last Week Reminder 3/3

Keep in mind
Ï Association is not causation.
Ï Statistical significance is not substantive significance.
Ï Statistical significance does not provide an order of magnitude
to the substantive significance of the association. Statistical
strength of an association relies on data and sample size and
does not indicate that association is theoretically more
important.

Ï Do not accept the null hypothesis when you do not reject it.
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P-Values misconceptions

Non-exhaustive list of false statements on p values
1. If p = 0.05, the null hypothesis has only a 5% chance of being

true.
2. A nonsignificant difference (eg, p ≥ 0.05) means there is no

difference between groups.
3. A statistically significant finding is substantively important.
4. p = 0.05 means that we have observed data that would occur

only 5% of the time under the null hypothesis.
5. p = 0.05 means that if you reject the null hypothesis, the

probability of a type I error is only 5%.
6. With a p = 0.05 threshold for significance, the chance of a type

I error will be 5%.

Find a complete list here.
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t test - Wrapping up

Ï t test : statistical similarity between the means of two
independent samples on a single variable

Ï Independent variable is always a dummy.
Ï Dependent variable is quantitative ttest
Ï Dependent variable is a dummy prtest
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Chi-Square
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Cross-Tabulations

Ï Break down dependent variable according to categories of the
independent variable.

Ï Conventionally, the dependent variable is placed in columns
and the independent variables in rows.

Stata command
tab y x, row col
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Chi-Square Test or χ2 test

Ï A significance test measuring whether two variables are
independent.

Ï For comparing qualitative variables.
Ï H0 : the two variables are independent.
Ï If there is no difference ( = no distance) between the observed
and theoretical situation.

Ï We usually want to reject H0 and conclude that the variables
are dependent.
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Chi-Square test in practice 1/5

Question : Do men and women differ in their selection of
college majors ?

Ï Population : liberal arts college in the US.
Ï Sample : random selection of 100 men and 100 women.

Psychology English Biology

Men 35 50 15
Women 30 25 45

Ï Statistically significant difference between genders in college
major choices ?

Ï Is the distribution different from what we would expect if
everything were left to chance ?
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Chi-Square test in practice 2/5

Ï H0 : there is no difference between genders in college major
choices

Ï Under H0, what is the expected distribution among college
major ?

Psychology English Biology Row Total

Men 35 50 15 100
Women 30 25 45 100

Column Total 65 75 60 200

Expected men in Psychology= Nb of men
sample size

∗ Nb of Psychology majors
sample size

∗ sample size

= 100

200
∗ 65

200
∗200

= 32.5
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Chi-Square test in practice 3/5

Expected Frequencies

Psychology English Biology Row Totals

Men 32.5 37.5 30 100
Women 32.5 37.5 30 100

Column totals 65 75 60 200

Formula for calculating χ2

χ2 =∑(
(O −E)2

E

)
Where O is the observed value in each cell and E the expected
value in each cell.
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Chi-Square test in practice 4/5

Computing χ2

Psychology English Biology

Men (35−32.5)2

32.5
(50−37.5)2

37.5
(15−30)2

30

Women (30−32.5)2

32.5
(25−37.5)2

37.5
(45−30)2

30

χ2 = 23.7
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Chi-Square test in practice 5/5

Interpretation of χ2

Ï We use Chi-Square table of distributions to determine the p
value.

Ï Calculation depends on degrees of freedom :
d f = (nb of rows -1)∗ (nb of cols -1)

Ï Compare this χ2 to critical χ2 value.
Ï For an alpha-level of 0.05, critical value is 5.99.
Ï Our observed χ2 value is 23.7. We reject H0
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χ2 test in Stata

χ2 test in Stata
Ï tab y x, exp chi2
Ï use tabchi to inspect residuals
Ï use tabodds for odds ratios

Ï Stata gives p-value for α= 0.05.
Ï The p-value is the probability of observing this Chi-Square
value (or more) if the null hypothesis were true.

Ï The smaller the p-value, the lower the probability of obtaining
this Chi-Square value with this sample under H0

Ï In practice : p-value is very small → we can reject the null
hypothesis

Ï Small p-value means p <α
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Assumptions behind χ2 test

Ï Random sampling
Ï Large sample size (≈ 5 per cell)
Ï No particular shape of the distribution
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χ2 distribution

Ï The χ2 distribution is the distribution of the sum of squared
standard normal deviates.

Ï The degrees of freedom of the distribution is equal to the
number of the standard normal deviates being summed.

Ï µχ2 = d . f ., the mean of the distribution equals the number of
degrees of freedom.

Ï χ2 distributions are positively skewed. Skew increase with
degrees of freedom.
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Writing up a Chi-Square test

Be clear and concise in your writing :

"A Chi-Square analysis was performed to determine whether college
major choice among U.S. college students is dependent on gender.
The results of the test show a significant chi-square value (p-value
lower than 0,001). We can thus reject the null hypothesis and
confirm that there is a relationship between gender and college
majors. Women tend to choose biology as a major more frequently
than men, while men are more concentrated in English major".
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Cramer’s V

Definition
Ï Cramer’s V is a correlation coefficient
Ï measure the strength of the relationship between two
qualitative variables.

Properties
Ï Varies between 0 and 1
Ï If it equals 0, there is no association.
Ï From 0.1, we consider that the association is moderately
strong.

Ï Cramer’s V is not a measure of statistical significance.

Stata
add V to measure the association with Cramer’s V :
tab y x, exp V
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Correlation
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What it is and when to use it

When to use it
Ï How two variables relate to each other.
Ï Both variables are quantitative.

Characteristics
Ï Correlation coefficient can be either positive or negative
Ï Strength or magnitude of the correlation.
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Positive vs negative correlation
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Figure – Positive correlation
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Figure – Negative correlation
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Correlation - What it tells us ?

Positive vs Negative correlation
Ï A positive correlation indicates that the values on the two
variables being analyzed move in the same direction.

Ï A negative correlation indicates that the values on the two
variables being analyzed move in opposite directions

Strength of relationship
Ï Correlation coe cients range in strength from −1 to 1.
Ï A perfect negative correlation of –1 indicates that for every
member of the sample, a higher score on one variable is
related to a lower score on the other variable

Ï A perfect positive correlation of 1 reveals that for every
member of the sample or population, a higher score on one
variable is related to a higher score on the other variable.
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